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In this presentation

Xcore architecture refresher.

A brief overview of our multi-threaded energy model.
® Requirements for a multi-core model.

e Experimentation with the Swallow many-core platform.

System level energy consumption view.

Challenges and next steps.
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XS1-L Xcore: real-time, multi-threaded, embedded

Key features of the XS1-L:

I Thread
registers

XS1-L die

Pipeline

Switch

X-Links
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Four-stage pipeline, round-robin
hardware thread scheduling with no
data hazards.

Single-cycle Static-RAM, predictable
instruction fetching and execution
time.

Onboard peripherals (ports, timers, ...)
accessible via ISA, not memory
mapped.

Channel communication paradigm
baked into the architecture, reflected
in the XC programming model.

Operating frequency up to 500 MHz.
ENT
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Multi-threaded energy model [1]

e e Simulate a program to get instruction
ﬂz:m,l; trace, or determine instruction trace
17 Dhry statically.

L e Consider concurrency (num. of active
2T SHA2 . . .

. threads when an instruction is

i executed).
M seacadd e Use Eq. 1, backed by energy data
e collected through profiling and

e T L ] measurement.

Error (percent)
BN Grouped model  HEE Instructionmodel ~ HEE Regression tree model

Model equation

N
Ep = Poase Nidie Teik + Z Z ((M¢P;O + Poase) Ni ¢ Taik) (1)
t=1 icISA

ENTRA
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What can our model... model?

The model works at multiple levels:
e Simulation trace

e Simulation statistics

e Static analysis [2]

e LLVM-IR (via mapping) [3]
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What can our model... model?

The model works at multiple levels:
e Simulation trace

e Simulation statistics

e Static analysis [2]

e LLVM-IR (via mapping) [3]

And captures lots of program behaviours:

e Single-threaded

e Multi-threaded

e Shared memory & channel communication (core-local)

e Event-driven, supported by Xcore resources such as timers
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In this presentation

Xcore architecture refresher.

A brief overview of our multi-threaded energy model.
¢ Requirements for a multi-core model.

o Experimentation with the Swallow many-core platform.

System level energy consumption view.

Challenges and next steps.
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Requirements for a multi-core model

For multi-core, we must add the capability to:

e Represent the structure of the hardware platform and the software
running upon it.

e Profile and model the cost of communication between Xcores, in terms of
time and energy.

e |dentify communication within the software that we want to analyse.
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Requirements for a multi-core model

For multi-core, we must add the capability to:

e Represent the structure of the hardware platform and the software
running upon it.

e Profile and model the cost of communication between Xcores, in terms of
time and energy.

e |dentify communication within the software that we want to analyse.

We achieve this with:

e Graph-based representation of system, including support for energy
consumption visualisation.

e Device profiling with the Swallow many-core (16+) platform.

¢ Modifications to the axe simulator for the Xcore.

e The channel communication paradigms provided by XC and the XS1 ISA.
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Channel communication explained (concept)

1 |getr r0,2 #Get chanend 1 | getr r0,2 #Get chanend

2 ldw ri1,cpl0] #Load dst 2 ldw ri,cpl0] # Load dst

3 setd res[r0],r1 #Set dst 3 setd res[r0],r1 # Set dst

4 |out res[r0],r0 #TX word 4 |in r0,res[r0] # RX word
Listing 1: Sending on a channel. Listing 2: Receiving on a channel.

e Channel ends are a resource obtainable in the ISA.

e Destination is configurable.

32 channel ends per core.

Enables on-core multi-threaded communication. . .

...as well as communication with other cores.
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Channel communication explained (concept)

Core 0 Core 1

Node switch
(SSwitch) —_——
1D: 0x0000

Node switch
(SSwitch)
1D: 0x0001

Processor switch
(PSwitch)

Channel end 0x07
ID: 0x00010702
Dst: 0x00000202

® out and in instructions in ISA used for communication.

Processor switch

(PSwitch)

® outct and chkct used for protocol.
e Header sent implicity with first out.
® Links held open until an appropriate outct instruction is sent.

ENTRA
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Channel communication explained (physical)

XS1-L2 package
XS1-L die XS1-L die
125 Mbps] Switch Switch 125 Mbps
External External
X-links X-links
Un-bonded 500 Mbps Un-bonded
i internal X-link i
X-links 500 Mbps internal X-links 500 Mbps X-links
local links local links
Core Core

ENTRA
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Swallow [4] project experiments

energy modell

g of software

Designers; 255
Jake Longo Galea
Simon Hollis
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Optional

Vertical X-inks to next board

XS1-L2 package

XS1-L die
Core 1

H

Vertical

Xk

|

Horizontal X-Link

Core 13
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Horizontal
Xdinks to
next
board
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Swallow project experiments

e Tests for different
communication distances.

e 3.3 V power in orange
(leftmost), captures link
communication cost.

e 1.0 V power in blue
(rightmost), captures
routing and computation
cost.

The cost to communicate can
be determined, but what
about the static 4+ dynamic

. . 0.0 0.2 04 0.6 0.8 1.0 1.2 14 1.6
power dissipated by cores that Power (W)

.. . . I Average 3V3 power ~ EH Average 1V power (est.)l

are waiting for data? Time is
very important!
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Visualising multi-core energy consumption

Communication between threads on same or different cores.

ENTRA
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Visualising multi-core energy consumption

Communication between threads on different cores.

Textual reporting also possible, including static/dynamic power,
communication, and breakdown by core.

ENTRA
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In this presentation

Xcore architecture refresher.

A brief overview of our multi-threaded energy model.
® Requirements for a multi-core model.

e Experimentation with the Swallow many-core platform.

System level energy consumption view.

Challenges, current work, next steps.
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Challenges

10

Communication energy consumption

Receiver core . .
e Ohw >+ 4hw e Swallow is a very large system.
v 0mo &4 4mo At . .
[laa thw e 3hw e Network modelling accuracy varies.
<« =< 1mo e - 3mo P
. e Creates a gap between system
4 utilisation and analysable software.
g & o
& 4 Lesson: Don't jump from 1 core to
e lots of cores.
2 L8
o Fortunately, we have smaller systems
. ’/. . .
id — 1 that we can work with more easily.
0 100 200 300 400 500
Message length (words)
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Current work /next steps, other/future work

Currently:

e Analyse programs running on
multiple (2) cores.

e Analyse balanced pipelined
communicating programs across
multiple cores.

Then:
e Unbalanced pipelined programs.

e Different program structures
(client-server, complex
compositions, etc).

e Consider voltage-frequency scaling.
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Other opportunities:

e Static optimisation of task

placement based on
communication costs available
from model.

Consider other peripheral devices
in the graph-based energy model,
not just compute nodes.

System level costs, such as power
supplies.
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Thank you

Questions?
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Pipeline schedule

Time-step | 1 thread | 2 threads | 3 threads | 4 threads | 5 threads
1 To,0 To,0 To,0 To,0 To,0
2 — — Tio Ti0 Ti0
3 — Ti0 T20 T20 T2,0
4 — — — T30 T3,0
5 TO,l To71 TO,]_ To,l T4,0
6 — — Ti1 Ti1 To1

Table: Representation of instruction sequence for various active thread counts,
with threads represented as T, ;, for thread number n and instruction number i.
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